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Abstract

This paper introduces a new approximate inference al-
gorithm for credal networks. The algorithm consists
of two major steps. It starts by representing the credal
network as a compiled logical theory. The resulting
graphical structure is the basis on which the sub-
sequent steepest-ascent hill-climbing algorithm oper-
ates. The output of the algorithm is an inner ap-
proximation of the exact lower and upper posterior
probabilities.
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1 Introduction

Credal networks are like discrete Bayesian networks,
except that they specify closed convex sets of proba-
bility mass functions, so-called credal sets [36], instead
of single probability mass functions. They are usually
locally (or separately) specified [1, 16], i.e. every net-
work variable is associated with a collection of local
conditional credal sets, which do not interfere with
each other. It is possible to view a locally specified
credal network as a set of Bayesian networks with the
same directed acyclic graph [17].

In general, credal sets contain an infinite number of
probability mass functions, but they are normally
fully specified by a finite number of extreme points.
These are the vertices of a convex polytope in the
corresponding multi-dimensional space. In the case
of binary variables, the polytopes coincide with inter-
vals, which restricts the maximal number of necessary
extreme points to two. In a Bayesian network, each
polytope is restricted to a single (extreme) point.

Inference in a locally specified credal network usu-
ally means to derive lower and upper posterior prob-
abilities from the strong extension [16], i.e. from the
the largest joint credal set that satisfies strong inde-

pendence [15]. Except for the particular case of bi-
nary variables in polytree-shaped networks [30], this
is computationally extremely challenging, much more
than classical inference in Bayesian network. The case
of general categorical variables is NP—complete for
polytree-shaped networks and NPT¥—complete for an
unbounded induced treewidth, thus making inference
in credal networks very inefficient [27].

In comparison with Bayesian networks, the additional
computational complexity results from the potentially
unbounded number of vertices needed to describe ar-
bitrary credal sets. This can quickly outperform the
benefits of applying local computation techniques to
graphical models such as Bayesian networks. Local
messages propagated through a credal network (resp.
through the join tree obtained from a credal network)
may thus possess the richness and complexity of the
(global) joint credal set [10]. In fact, inference in
credal networks is essentially a global multilinear opti-
mization problem on top of the given graphical struc-
ture [18].

Facing the inherent computational complexity of
credal networks, exact inference methods are only
exceptionally suitable. One exception is the above-
mentioned case of binary variables in polytree-shaped
networks, for which a polynomial-time algorithm ex-
ists [30]. All other exact methods (e.g. vertex enu-
meration, global optimization, and transformation al-
gorithms) are only applicable to very small problem
instances.

For large networks, approximate inference seems to
be the most natural solution. There is a general dis-
tinction between inner and outer approximations, de-
pending on whether the resulting interval is enclosed
in the exact solution or vice versa. The quest for such
approximate methods is currently one of the major re-
search topics in the imprecise probability community,
as the increasing number of corresponding publica-
tions in the last couple of years demonstrates, see e.g.
[2,4,5,7, 8,9, 19, 20, 31, 32].



1.1 General Ideas

In this paper, we present a new approximate method
for the inference problem in credal networks. The ap-
proach results from combining the following two basic
techniques:

Logical Compilation. This is an emerging infer-
ence technique for Bayesian networks [12, 13, 14,
23, 45]. The general idea is to represent the
graphical structure (topology) of the Bayesian
network by a propositional theory. Possible lo-
cal structures within the given CPTs can be ex-
ploited to simplify corresponding sentences of the
theory [12, 14]. The resulting logical encoding
is then compiled into an appropriate logical form
called d-DNNF [25, 46], which supports all neces-
sary operations to answer arbitrary queries (con-
ditional probabilities) in polynomial time. The
computational task is thus divided into an ex-
pensive (off-line) compilation phase and a fast
(on-line) query-answering phase.

Hill-Climbing. This is a generic combinatorial op-
timization technique, which is widely used in
many Al-related fields and applications [41]. The
goal is to maximize (or minimize) a function
f : X — R through local search, where X is
usually a discrete multi-dimensional state space.
Local search means to jump from one configura-
tion in the state space to a neighboring one, un-
til a local maximum or possibly the global max-
imum is reached. An obvious heuristic for the
selection of the neighboring configuration is to
jump to the configuration with the steepest as-
cent of the respective value of f (steepest-ascent
hill-climbing). The basic hill-climbing process is
usually iterated with randomly generated start-
ing points (random-restart hill-climbing), thus
making it an interruptible anytime algorithm.

The idea of compiling a credal network in the same
way as compiling a Bayesian network is quite obvi-
ous, but to our knowledge, this is still an unexplored
approach. Pointing out this possibility is one of the
goals of this paper.

Applying hill-climbing or other local search algo-
rithms to approximate inference in credal networks
is also quite obvious, as some of the existing approx-
imation algorithms have demonstrated [4, 5, 6, 20].
Most of them are oriented towards the local propa-
gation scheme in corresponding join trees [33, 43], in
which each hill-climbing step requires the updating of
the affected join tree messages. The hill-climbing pro-
cedure itself is guided by the current configuration of
so-called transparent variables, whose role consists in
selecting the actual vertices in the local credal sets.

1.2 Overview and Outline

In our method, we will also exploit the benefits of lo-
cal computation in join trees, but only to compile the
network structure into a d-DNNF during the inward
phase [13]. The necessary information for the hill-
climbing procedure is then available in a very simple
and compact logical structure. For the current selec-
tion of vertices, this structure can then be used to
efficiently compute or update the resulting posterior
probability. Moreover, without much computational
overhead, it is possible to determine the currently
unselected vertex (i.e. the neighboring configuration)
with the steepest ascent (resp. descent), which we can
use as a heuristic to improve the performance of the
local search.

After all, we get a simple but yet powerful steepest-
ascent, random-restart hill-climbing algorithm to ap-
proximate inference in credal networks. By running
the algorithm twice, once as a maximizing and once
as a minimizing procedure, it produces good inner ap-
proximations of the exact probability bounds.

With respect to existing hill-climbing techniques for
credal networks, our approach appears to be consid-
erably simpler, as no complicated management of a
bidirectional double message system is required, like
e.g. in [6]. The logical representation is also inherently
predestined to exploit existing local CPT regularities
in the form of context-specific independence [3], logical
relationships (pure or noisy), or determinism [12], for
which existing methods typically use so-called prob-
ability trees [6, 9]. Finally, from the possibility of
quickly finding the neighboring configuration with the
steepest ascent (respectively descent), our method is
likely to converge faster towards the exact results.

The rest of the paper is organized as follows. In
Section 2, we give a short introduction to the main
concepts of Bayesian and credal networks and the
terminology used in this paper. Section 3 summa-
rizes the compilation-based approach to inference in
Bayesian (and credal) networks. Section 4 introduces
hill-climbing and its application to compiled credal
networks. This is the main part of the paper. The
discussion and outlook in Section 5 concludes the pa-
per.

2 Bayesian and Credal Networks

A Bayesian network (BN) is an efficient representa-
tion of a joint probability mass function over a set
X = {Xi,...,X,} of variables [38]. We assume
throughout this paper that all variables X € X are
categorical, i.e. their associated sets 2x of possible
values are finite. The network itself consists of a
directed acyclic graph (DAG), which represents the



direct influences among the variables, each of them
attached to one node, and a set of conditional prob-
ability tables (CPT), which quantify the strengths of
these influences. The whole BN represents a joint
probability mass function p : Qx — [0, 1] over its vari-
ables in a compact manner by

p(X) = [T p(x1I(X)), (1)

XeX

where II(X) denotes the parents of node X in the
DAG. Figure 1 depicts the BN for the “Dog-Problem”
[11], which is often used in the literature for illustra-
tive purposes. It consists of five binary variables F', B,
L, D, and H, with corresponding CPTs p(F), p(B),
p(LIF), p(D|F, B), and p(H]|D).

p(F) p(B)
fi | fe by | by
0.15[0.85 (B)=[0.01[0.99

p(L|F)

I, | I p(D|F, B)
f106004o>—@ di | do
f2]0.05/0.95 f1,61]0.99( 0.01

f1,b2/0.97| 0.03

p(H|D) f2,b1(0.90] 0.10

hi | ho 7/@ f2,b2/0.30{ 0.70
d,]0.70]0.30
d|0.01]0.99

Figure 1: Example of a simple Bayesian network with
five binary variables.

Inference in Bayesian networks means to compute the

conditional probability P(H=h|Ei=ey,...,E.=e;),
or simply
P(h,e)
P(hle) = 2
(hle) = )

of a hypothesis h € Qp for some observed evidence
e = (e1,...,e.) € Q. We will call H € X query
variable and the elements of E = {E4,...,E.} C X
evidence variables. To see how to solve the inference
problem, let Y = {Y7,...,Ys} € X be an arbitrary
subset of variables, y = (y1,...,¥ys) € Qy a configu-
ration of values y; € Y;, and Z = X\Y. Then it is
sufficient to compute

P(y)=> p(yz) (3)

zEQz
twice, once with Y = {H} UE and y = (h,e) to get
the nominator and once with Y = E and y = e to
get the denominator of the above formula. Note that

the necessary sum-of-products involve exponentially
many terms, but if the computations are performed
locally in a join tree propagation or variable elimina-
tion process, it is almost always possible to replace it
by a compact factorization [28, 33, 43]. Join trees are
also useful to avoid redundant computations in the
case of multiple queries or updates.

Credal networks (CN) are similar to Bayesian net-
works, but they relax the uniqueness assumption for
the given probability values [16]. In a locally (or sep-
arately) specified CN, the CPT entries are replaced
by corresponding conditional credal sets, on which no
further restrictions are imposed [1]. A credal set for a
variable X € X is a closed convex set K(X) of prob-
ability mass functions p(X) [36]. Similarly, a con-
ditional credal set K(X|m) is a closed convex set of
conditional probability mass functions p(X|m), where
7 € Qp(x) is one particular assignment of values for
the direct influences II(X) of X. With

K(X|TI(X)) = {K(X[m) : 7 € Oy} (4)

we denote the collection of all such conditional credal
sets. This is what a CN needs to specify for all vari-
ables X € X.

Normally, a single conditional credal set K(X|m) is
specified and represented by a finite set

o (X[m)} - (5)

of extreme points p;(X|m). Geometrically, these ex-
treme points are vertices of a polytope in the corre-
sponding additive subspace of [0,1]x|. In the bi-
nary case, i.e. for |Qx| = 2, the additive subspace
of [0,1]? is a simple straight line between (0,1) and
(1,0), on which credal sets degenerate into intervals
with at most two extreme points (the bounds of the
intervals).

Ext(K(X|m)) = {p:(X|m)....

If we generalize the BN of Fig.1 to a CN, we need
to replace the rows in each CPT by corresponding
(conditional) credal sets. Since all involved variables
are binary, it is sufficient to specify two extreme
points for each credal set. As an example, consider
K(H|D), which consists of the credal sets K(H|d)
and K(H|d3), and suppose that the precise values
p(H|d;) from Fig.1 are enlarged to sets of extreme
points Ext(K (H|d;)) = {p1(H|d;), p2(H|d;)} with the
following values:

Ext(K (H|D))

p2(H[D)
hi | ho | hi | ho
dy | 0.70 | 0.30 | 0.80 | 0.20
do | 0.01 | 0.99 | 0.03 | 0.97

Note that the particularity of binary variables allows
us to specify the same information more compactly



by p(h1|d1) S [07708] and p(h1|d2) S [0.01, 003]
(and therefore by p(ha|di) € [0.2,0.3] and p(ha|ds) €
[0.97,0.99]), thus making the interval-shaped credal
sets more visible. This is an appealing view, in which
credal sets appear to be nothing but probability in-
tervals or interval-valued probabilities [35, 37, 44, 48],
but the simplicity of this view belies the fact that
credal sets are more general than probability intervals,
e.g. for variables with more than two values. Interval
representations are also problematical when it comes
to apply Bayes’ rule or to propagate them through a
network [6, 16].

For a given credal network, we use K(X) to denote
its joint credal set. Note that its actual definition de-
pends on how the concept of independence is adopted
for credal sets. In this paper, we follow the usual con-
vention of strong independence [15], which allows us to
define K(X) to be the strong extension of the credal
network, i.e. as the largest joint credal set such that
every variable X € X is strongly independent [16].
This set contains all possible joint probability mass
functions, if we select corresponding elements p(X|m)
from each conditional credal set K (X|m). Formally,
we can write

K(X) = { [ p(XITI(X) < p(X|7) € K(XIW)}

XeX

where 7 denotes respective configurations of II(X).
Note that each element p(X) € K(X) can be seen as
the joint probability mass function of a corresponding
Bayesian network (on the same DAG).

The convexity of K(X) guarantees its extreme points
to result only from combinations of extreme points
of each conditional credal set K(X|m) [17], and this
allows us to rewrite the above expression as

Ext(K (X)) =

CH { [T p(X (X)) : p(X|7) € Ext(K(X|7f))},

XeX

where CH stands for an algorithm to compute the
convex hull of a set of points in a multi-dimensional
space [26]. This property reflects the fact that infer-
ence in credal networks is reducible to computations
of extreme points.

Inference for a given credal set K(X), a query h €
Oy, and some observations e € {Jg means to deter-
mine tight bounds over all possible probability values
P(hle), i.e. to compute the lower posterior probabil-

1ty

P(hle) = min{P(hle) : p(X) € K(X)},  (6)
and the upper posterior probability

P(hle) = max{P(hle) : p(X) € K(X)}. (7)

To compute these values under the assumption of
strong independence, we can again exploit the con-
vexity of K (X) to restrict the necessary search space
to the finite set Ext(K (X)) of extreme points [17].
Note that if N denotes the total number of involved
conditional credal sets, all of them described by k
extreme points, then Ext(K (X)) may possess up
to N* elements, thus making the above minimiza-
tion/maximization problems very difficult tasks. Ex-
cept for polytree-shaped networks with binary vari-
ables, no algorithm can handle large credal networks
exactly [27, 30].

3 Compiling Bayesian Networks

The goal of compiling a Bayesian or credal network
is the construction of a logical representation ¢, in
which all the topological and context-specific infor-
mation of the network is included in a compact and
easily manageable form. This construction is a one-
time preparatory step, which is intended to take place
off-line. The resulting logical representation ¢ con-
tains two types of propositional variables, the ones
linked to the CPT entries and the ones linked to the
individual values of the network variables. The cor-
responding sets of propositions are denoted by © and
A, respectively.

To compute the probability P(y) of a configuration
v=_(y1,..,ys) € Uy wrt. Y ={¥p,...,Y;} C X,
which is the basic computational task to answer ar-
bitrary probabilistic queries (see Equation 3 in Sec-
tion 2), ¢ is transformed into ¢y = (¢ly)™2 by first
conditioning ¢ on 'y and then eliminating (or forget-
ting) from |y all A-variables. The remaining O-
variables in ¢y are all of the form 0, ,, i.e. each of
them is linked to a CPT entry p(z|m).

To ensure that the above-mentioned computational
steps are always efficient, ¢ must be a so-called d-
DNNF [25, 46].1 A negation normal form (NNF) is
a rooted, directed acyclic graph, whose leaves are la-
beled with the literals of a propositional language.?
All other nodes denote either a logical AND or a logi-
cal OR. d-DNNFs are NNF's satisfying two important
properties called determinism (d) and decomposability
(D).3 Fig. 2 depicts the d-DNNF ¢}, for the Bayesian

IThe suggestion of using d-DNNFs as a target compilation
language for Bayesian networks goes back to [23]. The mathe-
matical explanation in [45] backups this choice.

2Note that NNFs are propositional directed acyclic graphs
(PDAG), for which the simple-negation property holds [46].

3NNFs, in which some propositional variables are implicitly
known to be exclusive and exhaustive, should be regarded as
corresponding multi-state directed acyclic graphs (MDAG), a
generalization of PDAGs (and NNFs) to arbitrary categorical
variables [47]. In the context of MDAGs, some properties (incl.
determinism and decomposability) and some operations (incl.
conditioning and variable elimination) are based on more gen-



network in Fig. 1 and the query y = h;. Note that the
network node L has no impact on P(h;), which is why
n, 1s not affected by variables of the form 6y, (they
disappear while /; and ls are eliminated from ¢|hy).
Similarly, ¢, does not contain variables of the form
Oh,a, (they disappear while ¢ is conditioned on hy).

Phy

b0
0.03

i1
0.70

B0
0.01

Piroes
0.30

0.01

Figure 2: The d-DNNF obtained for the Bayesian net-
work in Fig.1 and the query y = h;. AND- and OR-
nodes are denoted by A and V, respectively.

For a given d-DNNF ¢y, it is easy to compute P(y) =
P(py) by simply propagating the conditional proba-
bilities p(z|m) from the leaves 0, upwards to the root
of the DAG. At each OR-node, determinism allows the
incoming values to be added, and at each AND-node,
decomposability allows the incoming values to be mul-
tiplied, as indicated in Fig.2 by the symbols + and
*, respectively. The result we obtain at the root is
P(h1) = P(¢n,) = 0.2899.

Computing probabilities is thus another efficient op-
eration supported by d-DNNFs. In other words, any
given compiled Bayesian network ¢ allows us to ef-
ficiently compute all possible simple queries P(y) =
P(py). This in turn enables the efficient computa-
tion of all possible general queries P(hle), namely in
terms of two simple queries P(h,e) = P(yp.e) and
P(e) = P(pe). Note that ¢, e is often simpler than
@e. Moreover, it is very likely that ¢, ¢ and e (or any
pair of related d-DNNFs) share a substantial num-
ber of common subgraphs.* In Fig. 2, for example, it
turns out that ¢, 5, corresponds to the left subgraph

eral definitions, but their basic functionalities and properties
remain the same.

4This is a consequence of the linear running time of condi-
tioning, which restrains the number of newly created nodes.

of the root node of ¢y, , whereas only three additional
nodes are required to construct ¢, p,, two of them
pointing to respective subgraphs of ¢p,. The shar-
ing of common subgraphs is important, as it allows
the bottom-up computation of several probabilities in
one single pass. We will heavily exploit this when it
comes to realize the selection of the steepest ascent
in the random-restart hill-climbing algorithm of the
following section.

For the compilation itself, there are two distinct
classes of methods. The methods of the first class
start from encoding the Bayesian network as a CNF
1, which is then converted into a d-DNNF ¢ =
CNF2dDNNF(¢), e.g. by using Darwiche’s compiler
[22, 24]. This is the classical compilation approach in
the literature [12, 14, 42, 45].

The more recent methods of the second class, called
tabular compilation methods [13], avoid the detour
over a CNF. The idea is to run a simple variable elim-
ination procedure over all network variables. More
generally spoken, it is the application of the fusion
(or bucket elimination) algorithm to a particular type
of semiring valuations [34], in which the semiring con-
sists of all Boolean functions w.r.t. the variables ©UA
(respectively of all classes of equivalent logical repre-
sentations). For appropriate input valuations, it is
easy to show that the output of the algorithm is in-
deed a d-DNNF. The fact that any algebra of semir-
ing valuations satisfies the general valuation algebra
axioms (see Theorem 2 in [34]) allows this type of
compilation to fully exploit the principle of local com-
putation. The worst-case complexity (for both time
and space) is thus identical to standard join tree al-
gorithms for Bayesian networks, i.e. exponential in
the network’s induced treewidth (= size of the largest
node in the join node). In fact, one can look at tabu-
lar compilation as a standard inward propagation in
a join tree, where the evolving d-DNNF keeps trace
of the effected computations [13, 21].

4 Hill-Climbing in Compiled Credal
Networks

Let’s assume now that a given credal network is com-
piled in the same way as a corresponding Bayesian
network, i.e. as if the attached credal sets were pre-
cise values. We will now show how to use the re-
sulting d-DNNF ¢ as a starting position for the inner
approximation of lower and upper posterior probabili-
ties P(hle) and P(hle), respectively. If the hypothesis
h and the evidence e are given, the first step is clear,
namely to transform ¢ into corresponding d-DNNF's
©Yhe and @e (see previous section). Note that the
same e can be used for several hypotheses as long as
e remains unchanged.



4.1 The Hill-Climbing Algorithm

To realize the approximation of P(h|e) and P(hle) as
a hill-climbing algorithms, the next thing to do is to
define an appropriate search space. For this, we make
use of the fact that both P(h|e) and P(hle) result
from corresponding extreme points of the joint credal
set K(X), i.e. from elements of the set Ext(K (X)).
This set in turn is determined by the extreme points
Ext(K(X|m)) of the local credal sets K (X|m) at each
node of the network (see Section 2).

To access individual elements of Ext(K (X)), we em-
ploy a strategy that is similar to the use of transparent
variables in [4, 6], but here we will not integrate them
as explicit nodes into the network structure. The idea
is thus to consider discrete variables T'x|r, one for
each local credal set K(X|m), where the role of each
Tx|x is to select an extreme point of the credal set
K(X|m). If kx|r = |Ext(K(X|m))| denotes the num-
ber of extreme points of the credal set K (X|w), then
Qry,, = {1,..., kx|=} is the set of possible values of
Tx|r. Furthermore, if T denotes the set of all such
variables T'x |, then

Or= [ Q. (8)

Tx|n€T

denotes the set of all configurations with respect to T.
For a specific configuration t = stu € Qr, in which
t denotes the value of the transparent variable T'x |,
in t, we can write p:(X|w) € Ext(K(X|m)) to se-
lect the corresponding extreme point of the credal set
K(X|m). Similarly, we write py(X) for the selected
joint probability mass function, Py(hle) for induced
posterior probabilities, and Pi(¢pe) and Py(pe) for
probabilities of a compiled network. This formal set-
ting allows us to rephrase the definitions of lower and
upper posterior probabilities in Equation 6 and 7 by

o . Pi(one)

Eltle) = gip P(he) = min 05 )
_ _ Py(pn.e)

P(hle) = max P(hle) = max =5 255, (10)

respectively, i.e. Qr is the discrete search space, on
which the following steepest-ascent, random-restart
hill-climbing procedure operates. The details of the
procedure are shown in Algorithm 1, which deserves
some additional explanations:

e Lines 2-3 describe the preparation phase. Line 4
sets the current global maximum P,y to 0.

e The outer loop (lines 5-12) describes the
“random-restart” part of the algorithm. It starts
by selecting a random configuration t € Qr in
Line 8 and ends by updating the current value for

Algorithm 1: ApproxUpperProb(y, h, e, T)

1 begin

2 Phe < (‘Plhve)_A§

3| pe — (ple)™

4 Phax < 0;

5 for i — 1 to mazRuns do

6 t < RandomConfiguration(T);
7 repeat

| P s

9 t < BestNeighbor(t, T, P, ¢h e, Qe );
10 until t = nil;
11 | Pruax < max{Ppax, Pt };
12 return P ,y;
13 end

the global maximum. We assume the existence
of a global variable mazRuns, which determines
the number of passes.

e The actual hill-climbing takes place in the inner
loop (lines 7-10). The crucial step for this is
the selection of t’s best neighbor in the search
space O by calling the function BestNeighbor
(Line 9). This is the “steepest-ascent” part of
the algorithm, which will later be discussed in
further details. If no neighbor improves the cur-
rent local maximum P; = Pi(hle), we expect
BestNeighbor to return nil.’

e The current value of the local maximum is up-
dated in Line 8. This involves the bottom-up
computation of the probabilities Pi(ppe) and
Pi(pe) based on the current selection of extreme
points pg(X|m), from which the actual values
Pi(0z=) of all variables 0, € © are extracted.
Note that only those parts of ¢, ¢ and e need to
be processed, which are affected by the transition
from the old to the new configuration. Of course,
common subgraphs of ¢ ¢ and ¢e are processed
in one single pass.

The corresponding minimization algorithm, i.e. the
approximation of the lower posterior probability
P(hle), is almost identical, except for the initializa-
tion of the global maximum (Line 4), the selection of
the best neighbor (Line 9), and the updating of the
global maximum (Line 11). In the rest of this paper,
we will therefore restrict our discussion to the maxi-
mization problem.

5To avoid getting stuck on a plateau (flat part of the search
space), the algorithm should allow so-called sideway mowves to
states with equal values. This may cause infinite loops, but they
can be avoided by keeping track of previously visited plateau
states. For simplicity, we do not explicitly take care of these
details in the proposed algorithm.



4.2 Selecting the Best Neighbor Efficiently

Let us now take a closer look at the problem of select-
ing the best neighbor of the actual configuration t.
For this, suppose that ¢ € {d7 _ is the current value
of a transparent variable T'x|, € T in the actual con-
figuration t = stu. Every configuration t’ = st'u with
t' € Qry . and t' # t is then a possible neighbor of t
in Q. Selecting the best neighbor, i.e. the neighbor
with the most significant improvement with respect to
the actual local maximum P, = P;(h|e), means thus
to compute Py = Py (h|e) for all such configurations
t’ and all transparent variables Tx|x € T. The follow-
ing algorithm shows a nalve solution for this simple
idea.

Algorithm 2: BestNeighbor(t,T,P;,0n e,¢e)

1 begin

2 tmax < ta

3 foreach Tx|, € T do

4 t « value of Tx|, in t;

5 foreach t' € Qr, \{t} do

6 t’ < replace t by t’ in t;
Pt/ — Py (Pne) .

7 Pyr(pe) 7

8 if Py, > P; then

9 tmax — tl;

10 L Pt — Pt/;

11 if t = t.x then return nil;
12 else return t,,..;

13 end

The problem with this naive solution is the repeti-
tive probability calculation in the inner loop (Line 7).
This can be avoided by pre-compiling ¢, e and @ ac-
cording to the following Shannon decomposition, in
which ¢, denotes a general instantiation of ¢ to a
vector y and X € X the network variable affected by
the current transparent variable Tx|x:

Pt’((Py) = Z Pt’(ez\fr)Pt’ (‘py|91\ﬂ')

1195

> pu(@lm)Polpyllux). (1)
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Note that in the second line of Equation 11, it is no
longer necessary to explicitly generate the neighbor-
ing configurations t’. In other words, if we first derive
from ¢p,e and . all possible instantiations ¢, |0~
and @e|0,|x, Tespectively, we can use Equation 11 to
directly obtain the probabilities Py (hle) of all neigh-
boring configurations t’, i.e. without actually gener-
ating them. In Algorithm 2, this can be realized by
skipping Line 6 and by replacing the right hand side
of Line 7 by corresponding versions of Equation 11.

4.3 Recapitulation and Complexity Analysis

To conclude this section, let’s first recapitulate the in-
dividual steps of the proposed method and then dis-
cuss their respective running time complexities.

To make the above steepest-ascent scheme work for a
given hypothesis h and the evidence e, we first need
to transform the compiled network ¢ into ¢ e and e
and then into vy e|0y)x and el for all O, € ©.
The result is a collection

(I)h|e :{@h,ev @e} U {Qph,e Gw\ﬂ': 9z|7r € @}
U{@e|lsjn: Oz € O} (12)
of d-DNNF's, which are likely to overlap heavily. This

is illustrated in Fig.3 in the form of a d-DNNF with
multiple roots.
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Figure 3: Probability computations in a multi-rooted
d-DNNF with overlapping subgraphs.

To always keep the involved probabilities at each root
up-to-date during the hill-climbing, we need to do
the bottom-up probability computation only once at
each hill-climbing step (i.e. at Line 8 of Algorithm 1),
namely for the entire multi-rooted d-DNNF. The deci-
sion about the steepest ascent with respect to the cur-
rent configuration t follows then from applying Equa-
tion 11 to all values ¢’ that are incompatible with t.

As discussed earlier, the worst-case running time and
space complexity of the compilation phase is O(2%),
where d denotes the network’s induced treewidth for
the given variable ordering. This is equivalent to
the complexity of standard join tree algorithms for
Bayesian networks. In other words, if s = |¢| denotes
the size (= number of edges) of the d-DNNF ¢, then s
reflects roughly the number of basic arithmetic opera-
tions (additions and multiplications) to be performed
in the inward phase of a corresponding join tree propa-
gation algorithm. Note that in the presence of strong
local regularities in the form of context-specific in-
dependence, (pure or noisy) logical relationships, or



scarce CPTs, it is not untypical for the size s and
therefore for the problem-specific complexity of the
compilation phase to be much more favorable than
0(29).

The second preparatory step for the actual hill-
climbing algorithm is the element-wise computation
of the set . For a given d-DNNF ¢ of size s, com-
puting one such element requires O(s) steps, which is
a consequence of the fact that both conditioning and
the particular type of variable elimination run in O(s)
time for d-DNNFs [25, 46]. Thus the total running
time of the second step is O(s:|®je|) and therewith
O(s-|©]), where |©| itself is proportional to both the
number of network variables n = |X| and the corre-
sponding maximal cardinality ¢ = max{|Qx| : X €
X}. This means that the worst-case running time of
the entire preparatory phase is O(c-n-2%). This shows
that the preparatory phase only depends on the net-
work parameters ¢, d, and n, but not on the concrete
local credal sets.

To analyze the running time of the actual hill-climbing
algorithm, let S denote the total size of the multi-
rooted d-DNNF on which the algorithm operates.
Note that probability computations are supported by
d-DNNFs in linear time, i.e. if K denotes the total
number of extreme points over all locally specified
credal sets (which correlates with the number of basic
steps in the selection of the steepest ascent), then each
individual hill-climbing step runs in O(S+K) time.
Since S is likely to be much larger than K, we can as-
sume that the running time of the entire hill-climbing
procedure is simply O(mazRuns-S). Due to the over-
lapping areas in the multi-rooted d-DNNF, S itself is
often of the same order of magnitude as s.

5 Discussion and Conclusion

The method presented in this paper is a new tech-
nique to approximate inference in credal networks.
The core of the approach is the idea of compiling the
network into an appropriate logical form ¢, which al-
lows us to efficiently accomplish all necessary compu-
tational steps to answer probabilistic queries. Compi-
lation techniques are increasingly applied to Bayesian
networks, but the proposal to apply them to credal
networks and to combine them with local search tech-
niques is original.

With respect to existing approximation techniques for
credal networks, let’s point out some of the most im-
portant strengths of our approach.

o Simplicity. To make our approach work, only
few simple procedures need to be implemented.
The most important procedure is the compilation
itself. For this, e.g. by using NENOK [39, 40],

a generic framework for local computations in
(semiring) valuation algebras, only few lines of
code are necessary to handle the construction of
the d-DNNF ¢. Further procedures to imple-
ment are the operation of conditioning |y and
the variable elimination ¢p~*. Both of them can
be realized by simple recursions. The same holds
for computing (and updating) the involved prob-
abilities in the multi-rooted d-DNNF &, ¢, which
turns out to be a classical postorder (bottom-up)
traversal of a directed acyclic graph.

e Flexibility. The compiled logical form can be seen
as a general recipe with precise instructions for
the computation of all sorts of probabilities w.r.t.
a given network. This is a very flexible and pow-
erful starting position, which allows us to do all
sorts of different things very easily, e.g. the effi-
cient selection of the steepest ascent. The same
structure could thus be used to solve other prob-
lems such as MAP or MPE.

e Efficiency. For a given multi-rooted d-DNNF,
the updating of the probabilities during the hill-
climbing process and the selection of the steepest
ascent can be realized without any redundancy.
The avoidance of redundancy can be enforced by
exploiting local regularities already at the logical
level. In fact, this is one of the key arguments
for applying compilation techniques to Bayesian
networks [12].

A couple of key questions have not yet been addressed
in this paper. As corresponding implementations and
testbeds are currently under development, we are not
yet ready to say much about the empirical perfor-
mance of the proposed method compared to exist-
ing methods. Other open questions concern the im-
plementation of more sophisticated local search tech-
niques such as stochastic hill-climbing, simulated an-
nealing, or genetic algorithms [41]. These problems
will be attacked in our subsequent work.
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